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Abstract

A new technique to design predictor-corrector methods for solving nonlinear equations or nonlinear systems is presented. With Newton’s scheme as a predictor and any Gaussian quadrature as a corrector we construct, by using weight function procedure, iterative schemes of order four, with independence of both the number of nodes used in the quadrature and the orthogonal polynomials employed. These methods are obtained by assuming some conditions on the weight function related to the weights and nodes of the corresponding Gaussian quadrature. These methods are optimal, in the sense of Kung-Traub conjecture, in one-dimensional case. Some numerical tests allow us to confirm the theoretical results and show that the proposed methods need less computational time than well-known procedures, such as Newton’ and Jarratt’s schemes.
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1 Introduction

Different applied problems in many fields of science, engineering and technology require to find the solutions of a nonlinear system of equations $F(x) = 0$ with $F : D \subseteq \mathbb{R}^m \to \mathbb{R}^m$. The best known method for finding a zero $\xi$ of $F$ (being the Jacobian matrix of the function $F$ evaluated at $\xi$, $F'(\xi)$, nonsingular), as it is very simple and efficient, is Newton’s scheme, whose iterative expression is

$$x^{(k+1)} = x^{(k)} - [F'(x^{(k)})]^{-1} F(x^{(k)}), \quad k = 0, 1, \ldots$$

Multipoint iterative methods for solving nonlinear equations appeared for the first time in Ostrowski’s book [7] and then they were extensively studied in
Traub’s text [11] and some papers published in the 1960s and 1970s as for example [5]. We can see an interesting review of these methods in the book of Petković et al. [8]. The reason for the revived interest in this area is the property of multipoint methods to overcome theoretical limits of one-point methods concerning the convergence order and computational efficiency, which is of great practical importance. The multipoint methods are introduced in the beginning to get the highest possible order of convergence using a fixed number of function evaluations. This is closely related to the optimal order of convergence in the sense of the Kung-Traub’s conjecture [6]. In fact, studying the optimal convergence rate of multipoint schemes, Kung and Traub in [6] conjectured that multipoint methods without memory for solving nonlinear equations, which use $n + 1$ functional evaluations per iteration, have order of convergence at most $2^n$.

Although there exist some robust and efficient methods for solving nonlinear systems, the design of new and efficient schemes for solving nonlinear systems is an interesting goal (see, for example, [1, 9, 13, 4] and the references therein). The authors in [3] designed a general procedure called pseudocomposition. Initially, multipoint third-order methods were generated by using Newton’s scheme as a predictor and Gaussian quadratures as a corrector. Some conditions on nodes and coefficients of the quadrature were necessary to reach the third order of convergence, so only a subset of the Gaussian quadratures could be used (for example, by using Gauss-Chebyshev quadrature we do not reach order of convergence three, it is only linear). More later, we generalized the procedure in order to be able to use other methods as a predictor, obtaining high-order schemes with the Gaussian quadratures as a corrector,

$$x^{(k+1)} = x^{(k)} - 2 \left[ \sum_{i=1}^{n} \omega_i F'(\eta_i^{(k)}) \right]^{-1} F(x^{(k)}),$$

(1.1)

where $\eta_i^{(k)} = \frac{(1 + \tau_i)y^{(k)} + (1 - \tau_i)x^{(k)}}{2}$, being $y^{(k)}$ the predictor step and $\omega_i$ and $\tau_i$, $i = 1, \ldots, n$, are the weights and nodes, respectively, of the orthogonal polynomial of degree $n$ that define the corresponding Gaussian quadrature.

The aim of this paper is to improve the pseudocomposition technique for obtaining iterative methods (optimal in the scalar case) by using any Gaussian quadrature. The weight function approach is a known procedure to design optimal methods for solving scalar equations. The introduction of the weight function technique allows us to reach order of convergence four with no restriction on the orthogonal family of polynomials used in the Gaussian quadrature, nor in the number of nodes employed. This technique is adaptive to the orthogonal family, in the sense of the conditions on the weight function and its derivatives are expressed in terms of some variables that characterize the different Gaussian families of nodes and weights.

The structure of the rest of the manuscript is as follows: in Section 2 we design the general procedure to obtain fourth-order predictor-corrector methods
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from any Gaussian quadratures and show some weight functions verifying the conditions imposed in the main Theorem, from different orthogonal polynomials. These methods are checked in the numerical section, in order to establish their applicability. The paper finishes with some conclusions and the references used in it.

2 Design and convergence analysis of the proposed class

By using a damped Newton’s method as a predictor and a weight function procedure in the corrector step, we design the following set of families of two-point schemes:

\[
y^{(k)} = x^{(k)} - \beta \left[F'(x^{(k)})\right]^{-1} F(x^{(k)}),
\]

\[
x^{(k+1)} = x^{(k)} - 2H(u^{(k)}) \left[\sum_{i=1}^{n} \omega_i F'(\eta^{(k)}_i)\right]^{-1} F(x^{(k)}),
\]

where \(\beta\) is a non-zero real parameter and \(u^{(k)} = \left[F'(x^{(k)})\right]^{-1} \sum_{i=1}^{n} \omega_i F'(\eta^{(k)}_i)\).

Let us notice that weight function \(H(u)\), used in expression (2.1), is a matrix function of matrix variable. Specifically, if \(X = R^{m \times m}\) denotes the Banach space of real square matrices of size \(m \times m\), then we can define \(H : X \to X\) such that its Frechet derivatives satisfy:

a) \(H'(u)v = H_1 uv\), where \(H' : X \to L(X)\) and \(H_1 \in \mathbb{R}\),

b) \(H''(u,v)w = H_2 uvw\), where \(H'' : X \times X \to L(X)\) and \(H_2 \in \mathbb{R}\).

Let us remark that \(L(X)\) denotes the space of linear mappings from \(X\) to itself.

Function \(H\) should be determined in such a way that the order of convergence of the two-point method (2.1) is four. Let us assume that \(x^{(k)}\) is sufficiently close to the zero \(\xi\), then \(u^{(k)}\) is close enough to the identity matrix \(I\) of size \(m \times m\). Now, let us consider the first terms of the Taylor expansion of the function \(H\) around \(I\),

\[
H(u^{(k)}) \approx H(I) + H_1 (u^{(k)} - I) + \frac{1}{2} H_2 (u^{(k)} - I)^2.
\]

The convergence of the proposed iterative scheme will be demonstrated by using the procedure introduced in [2]. We also introduce the following notation, \(\sigma = \sum_{i=1}^{n} \omega_i\) and \(\sigma_j = \frac{1}{\sigma} \sum_{i=1}^{n} \omega_i \tau^j_i\), \(j = 1, 2, \ldots\), that allows us to simplify the demonstration and analyze the conditions under which the methods converge with fourth-order of convergence.

Theorem 1. Let \(\xi \in D\) be a zero of a sufficiently differentiable function \(F : D \subseteq \mathbb{R}^m \to \mathbb{R}^m\). Let us also suppose that the initial estimation \(x^{(0)}\) is close enough to
the solution $\xi$ and $F'(\xi)$ is nonsingular. The methods of family (2.1) have order of convergence four if
\[
\beta = \frac{4(1 + \sigma_1)}{3(1 + 2\sigma_1 + \sigma_2)},
\]
and a sufficiently differentiable matrix function $H$ is chosen satisfying the conditions
\[
H(I) = \frac{\sigma}{2} I, \quad H_1 = \frac{\sigma(1 + 2\sigma_1 + 4\sigma_1^2 + 3\sigma_2)}{8(1 + \sigma_1)^2},
\]
\[
H_2 = -\frac{3\sigma(-1 + 4\sigma_1 + 2\sigma_1^2 + 4\sigma_2^2 - 4\sigma_2 - 8\sigma_1\sigma_2 + 2\sigma_1^2\sigma_2 - 3\sigma_2^2)}{8(1 + \sigma_1)^4}
\]
and $H'''$ is a bounded operator, where $\sigma$ and $\sigma_j$, $j = 1, 2$ depend on the Gaussian quadrature used.

**Proof.** By developing in Taylor series functions $F(x^{(k)})$ and $F'(x^{(k)})$ we obtain

\[
F(x^{(k)}) = F'(\xi)(e_k + C_2e_k^2 + C_3e_k^3 + C_4e_k^4) + O[e_k^5],
\]
\[
F'(x^{(k)}) = F'(\xi)(I + 2C_2e_k + 3C_3e_k^2 + 4C_4e_k^3 + 5C_5e_k^4) + O[e_k^5],
\]
where $C_q = (1/q!)F^{(q)}(\xi)$, $q \geq 2$ and $e_k = x^{(k)} - \xi$.

Taking into account that $\left[F'(x^{(k)})\right]^{-1} F'(x^{(k)}) = I$, we obtain

\[
\left[F'(x^{(k)})\right]^{-1} = [I + X_2e_k + X_3e_k^2 + X_4e_k^3 + X_5e_k^4]\left[F'(\xi)\right]^{-1} + O[e_k^5], \quad (2.3)
\]

where

\[
X_2 = -2C_2,
\]
\[
X_3 = 4C_2^2 - 3C_3,
\]
\[
X_4 = 6C_2C_3 - 8C_3^2 + 6C_2C_4 - 4C_4,
\]
\[
X_5 = 16C_2^3 - 12C_2C_2C_4 - 12C_2C_3C_2 + 8C_4C_2 + 9C_3^2 - 12C_3C_3C_3 + 8C_2C_4 - 5C_5.
\]

So,

\[
y^{(k)} = x^{(k)} - \beta \left[F'(x^{(k)})\right]^{-1} F(x^{(k)})\]
\[
= \xi + D_1e_k + D_2e_k^2 + D_3e_k^3 + D_4e_k^4 + O[e_k^5],
\]
where

\[
D_1 = 1 - \beta,
\]
\[
D_2 = \beta C_2,
\]
\[
D_3 = 2\beta (C_2 + C_2^2),
\]
\[
D_4 = \beta \left(4C_2^3 - 4C_2C_3 - 3C_3C_2 + 3C_4\right).
\]

Now,

\[
\eta_i^{(k)} = \xi - \frac{(1 + \tau_i)y^{(k)} + (1 - \tau_i)x^{(k)}}{2} - \xi
\]
\[
= \frac{1}{\tau_i} \left(1 + D_1 - \tau_i + D_1\tau_i) e_k + (1 + \tau_i) (D_2e_k^2 + D_3e_k^3 + D_4e_k^4)\right] + O[e_k^5].
\]
Expanding again in Taylor series, we obtain:

\[
K = \sum_{i=1}^{n} \omega_i F'(\eta_i^{(k)})
\]

\[
= \sum_{i=1}^{n} \omega_i F'(\xi) \left[ I + 2C_2(\eta_i^{(k)} - \xi) + 3C_3(\eta_i^{(k)} - \xi)^2 + \cdots \right]
\]

\[
= \sigma F'(\xi) \left[ I + B_1 e_k + B_2 e_k^2 + B_3 e_k^3 + B_4 e_k^4 \right] + O[e_k^5],
\]

where

\[
B_1 = b_{1,1} C_2,
\]

\[
B_2 = b_{2,1} C_2 + b_{2,2} C_3,
\]

\[
B_3 = b_{3,1} C_2 - b_{3,2} C_2^2 + b_{3,3} C_2 C_3 + b_{3,4} C_4,
\]

\[
B_4 = b_{4,1} C_5 + b_{4,2} C_2 C_4 + b_{4,3} C_2^2 C_3 + b_{4,4} C_2^3 + b_{4,5} C_4^4 + b_{4,6} C_2^3 C_3 + b_{4,7} C_2^2 C_4 + b_{4,8} C_4 C_2,
\]

and the coefficients \( b_{i,j} \) are

\[
b_{1,1} = 2 - \beta - \beta \sigma_1, \quad b_{2,1} = \beta (1 + \sigma_1),
\]

\[
b_{2,2} = 3 - 3\beta + \frac{3}{4} \beta^2 - \frac{3}{2} \beta (2 - \beta) \sigma_1 + \beta^2 \sigma_2,
\]

\[
b_{3,1} = 2b_{2,1}, \quad b_{3,2} = -b_{3,1}, \quad b_{3,3} = \frac{3}{2} \beta (2 - \beta - 2(1 - \beta) \sigma_1 - \beta \sigma_2),
\]

\[
b_{3,4} = \frac{1}{2} \left( (2 - \beta)^2 - 3(2 - \beta)^2 \beta \sigma_1 + 3\beta^2 (2 - \beta) \sigma_2 - \beta^2 \sigma_3 \right),
\]

\[
b_{4,1} = \frac{5}{16} \left( (2 - \beta)^4 - 4\beta (2 - \beta)^2 \sigma_1 + 6\beta^2 (2 - \beta)^2 \sigma_2 - 4\beta^3 (2 - \beta) \sigma_3 + \beta^4 \sigma_4 \right),
\]

\[
b_{4,2} = \frac{3}{4} \beta \left( (2 - \beta)^2 + (2 - \beta) (2 - 3 \beta) \sigma_1 + \beta (3 \beta - 4) \sigma_2 + \beta^2 \sigma_3 \right),
\]

\[
b_{4,3} = \frac{3}{4} (1 + 2 \sigma_1 + 5 \sigma_2) \beta^2 - 3\beta (2 - \beta - 2(1 - \beta) \sigma_1),
\]

\[
b_{4,4} = 3\beta (2 - \beta - 2(1 - \beta) \sigma_1 - \beta \sigma_2),
\]

\[
b_{4,5} = 4b_{2,1}, \quad b_{4,6} = -b_{4,5}, \quad b_{4,7} = -3b_{2,1}, \quad b_{4,8} = -b_{4,7}.
\]

Moreover,

\[
u^{(k)} = \left[ F'((x^{(k)}) \right]^{-1} K = I + U_1 e_k + U_2 e_k^2 + U_3 e_k^3 + U_4 e_k^4 + O[e_k^5],
\]

where \( U_1 = B_1 + X_2, U_2 = B_2 + X_2 B_1 + X_3, U_3 = B_3 + X_2 B_2 + X_3 B_1 + X_4 \) and \( U_4 = B_4 + X_2 B_3 + X_3 B_2 + X_4 B_1 + X_5. \)

By using Taylor expansion of \( H(u^{(k)}) \) around \( I \), we obtain

\[
H(u^{(k)}) = h_0 + h_1 e_k + h_2 e_k^2 + h_3 e_k^3 + h_4 e_k^4 + O[e_k^5],
\]
where \( h_0 = H(I) \), \( h_1 = H_1 U_1 \), \( h_2 = \frac{1}{2} H_2 U_1^2 + H_1 U_2 \), \( h_3 = H_2 U_1 U_2 + H_1 U_3 \) and \( h_4 = \frac{1}{2} H_2 U_1^2 + H_2 U_1 U_3 + H_1 U_4 \).

Again, we assume that \( K^{-1} = \frac{1}{\sigma}(I + Y_2 e_k + Y_3 e_k^2 + Y_4 e_k^3 + Y_5 e_k^4) [F'(\xi)]^{-1} + O[e_k^5] \), where

\[
\begin{align*}
Y_2 &= -B_1, \\
Y_3 &= -B_2 + B_1^2, \\
Y_4 &= B_3 + B_1 B_2 + B_2 B_1 - B_1^3, \\
Y_5 &= -B_4 + B_1 B_3 + B_2^2 - B_1^2 B_2 + B_3 B_1 - B_1 B_2 B_1 - B_2 B_1^2 + B_1^3.
\end{align*}
\]

So, now we can calculate

\[
L(x^{(k)}) = H(u^{(k)})^{-1} = \frac{1}{\sigma} \left( h_0 + L_1 e_k + L_2 e_k^2 + L_3 e_k^3 + L_4 e_k^4 \right) [F'(\xi)]^{-1} + O[e_k^5],
\]

where

\[
\begin{align*}
L_1 &= h_0 Y_2 + h_1, \\
L_2 &= h_0 Y_3 + h_1 Y_2 + h_3, \\
L_3 &= h_0 Y_4 + h_1 Y_3 + h_2 Y_2 + h_3, \\
L_4 &= h_0 Y_5 + h_1 Y_4 + h_2 Y_3 + h_3 Y_2 + h_4.
\end{align*}
\]

Then,

\[
M(x^{(k)}) = L(x^{(k)}) F(x^{(k)}) = \frac{1}{\sigma} \left( M_1 e_k + M_2 e_k^2 + M_3 e_k^3 + M_4 e_k^4 \right) + O[e_k^5],
\]

where \( M_1 = h_0 \), \( M_2 = h_0 L_1 + h_1 \), \( M_3 = h_0 L_2 + h_1 L_1 + h_2 \) and \( M_4 = h_0 L_3 + h_1 L_2 + h_2 L_1 + h_3 \).

Finally, we get the error equation of the proposed iterative scheme

\[
e_{k+1} = e_k - 2 M(x^{(k)}) = \left( I - \frac{2 M_1}{\sigma} \right) e_k - \frac{2}{\sigma} \left( M_2 e_k^2 + M_3 e_k^3 + M_4 e_k^4 \right) + O[e_k^5].
\]

The conditions to be fulfilled by the function \( H(u) \) to have order of convergence at least four are determined by solving the system of simultaneous equations:

\[
I - \frac{2 M_1}{\sigma} = 0, \quad M_2 = 0 \quad \text{and} \quad M_4 = 0.
\]

From the first equation we obtain the condition that the value of the function \( H(I) \) at the identity matrix must be equal to the sum of the weights corresponding to orthogonal polynomial of the Gaussian quadrature used, divided by two \( H(I) = \frac{4}{3} I \). From the second and third equations, we obtain

\[
\beta = -\frac{4(1 + \sigma_1)}{3(1 + 2 \sigma_1 + \sigma_2)^2}, \quad H_1 = \frac{\sigma(-1 + \beta(1 + \sigma_1))}{2 \beta(1 + \sigma_1)}
\]
and

\[ H_2 = -\frac{3\sigma(-1 - 4\sigma_1 - 2\sigma_1^2 + 4\sigma_1^3 - 4\sigma_2 - 8\sigma_1\sigma_2 + 2\sigma_1^2\sigma_2 - 3\sigma_2^2)}{8(1 + \sigma_1)^4}. \]

By substituting the obtained value of \( \beta \), we get

\[ H_1 = \frac{\sigma(1 + 2\sigma_1 + 4\sigma_1^2 - 3\sigma_2)}{8(1 + \sigma_1)^2} \]

and the resulting expression of the error is

\[ e_{k+1} = (m_{4,1}C_4^2 + m_{4,2}C_2C_3 + m_{4,3}C_3C_2 + m_{4,4}C_4)e_k^4 + O(e_k^5), \quad (2.5) \]

where

\[
\begin{align*}
m_{4,1} &= 7 + 14\sigma_1 - 8\sigma_1^2 + 15\sigma_2, \\
m_{4,2} &= -29 + 174\sigma_1 - 288\sigma_1^2 + 8\sigma_1^3 + 312\sigma_1^4 + 144\sigma_1^5 + 64\sigma_1^6 \\
&\quad + \frac{-147\sigma_2 - 588\sigma_1\sigma_2 - 612\sigma_1^2\sigma_2 - 48\sigma_1^3\sigma_2 - 120\sigma_1^4\sigma_2}{18(1 + \sigma_1)^2(1 + 2\sigma_1 + \sigma_2)} \\
&\quad + \frac{-90\sigma_2^2 - 270\sigma_1\sigma_2^2 + 108\sigma_1^2\sigma_2^2 - 82\sigma_2^3}{18(1 + \sigma_1)^2(1 + 2\sigma_1 + \sigma_2)}, \\
m_{4,3} &= 11 + 66\sigma_1 + 54\sigma_1^2 - 224\sigma_1^3 - 384\sigma_1^4 - 144\sigma_1^5 - 64\sigma_1^6 \\
&\quad + \frac{11\sigma_2 + 444\sigma_1\sigma_2 + 432\sigma_1^2\sigma_2 - 24\sigma_1^3\sigma_2 + 120\sigma_1^4\sigma_2}{18(1 + \sigma_1)^2(1 + 2\sigma_1 + \sigma_2)} \\
&\quad + \frac{117\sigma_2^2 + 234\sigma_1\sigma_2^2 - 126\sigma_1^2\sigma_2^2 + 81\sigma_2^3}{18(1 + \sigma_1)^2(1 + 2\sigma_1 + \sigma_2)}, \\
m_{4,4} &= 2 + 12\sigma_1 + 42\sigma_1^2 + 56\sigma_1^3 + 24\sigma_1^4 - 12\sigma_2 + 36\sigma_1^2\sigma_2 \\
&\quad + \frac{24\sigma_1^3\sigma_2 + 18\sigma_2^2 + 36\sigma_1\sigma_2^2 + 18\sigma_1^2\sigma_2^2 - 16(1 + \sigma_1)^3\sigma_3}{18(1 + \sigma_1)^2(1 + 2\sigma_1 + \sigma_2)}.
\end{align*}
\]

Table 1 shows the values of \( \sigma, \sigma_1, \sigma_2 \) and \( \beta \), depending on the weights and the nodes of the orthogonal polynomials used in the Gaussian quadrature and also the corresponding values of the weight function and its derivatives, which are used in the iterative scheme.

Let us remark that the class of methods designed allows the use of any Gaussian quadrature. In fact, when the technique of pseudocomposition was defined in [3], based also in Gaussian quadrature, the Chebyshev orthogonal polynomials could not be employed, as they did not verify the hypothesis of the main Theorem. Nevertheless, with this new design, all the orthogonal polynomials can be applied and all of them derive optimal methods in the scalar case. In practice, we
use only the quadratures with one and two nodes because, according to Theorem 1, the order of convergence is independent of the number of nodes.

For the one dimensional case, according to the Kung-Traub’s conjecture [6], the obtained fourth-order methods are optimal (in case of Gauss-Radau with one node, classical Newton’s method is obtained). Other new methods are obtained in the rest of cases. In Table 2 we show the weight functions used for each iterative scheme coming from the respective Gaussian quadrature rules and we also establish the notation used further. Let us note that the iterative method coming from Gauss-Lobatto with 1 node is the same as the resulting from the application of Gauss-Legendre with also 1 node. In this case, both coincide with the fourth-order procedure recently published by Sharma et al. in [10]. Let us note that other weight functions should derive in other new schemes. Indeed, we include the procedure GR2, coming from Gauss-Radau quadratures, with 2 nodes.

Let us also remark that the order of convergence of methods from Gaussian quadrature but without weight functions (see [3]) depends on the family of orthogonal polynomials used. In fact, in [3] it is proved that Chebyshev polynomials induce a linear family of iterative schemes, meanwhile the rest of orthogonal polynomials used in this work induce iterative methods of order three. However, when weight-function procedure is introduced in the design process, the order of the obtained families is always four, not depending on the orthogonal family used.

For example, the iterative expression of the method obtained by using the
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Gauss-Legendre quadrature with one node is

\[ y^{(k)} = x^{(k)} - \frac{4}{3} [F'(x^{(k)})]^{-1} F(x^{(k)}), \]
\[ z^{(k)} = \frac{1}{2} (x^{(k)} + y^{(k)}), \]
\[ x^{(k+1)} = x^{(k)} - \frac{9}{8} [F'(z^{(k)})]^{-1} F(x^{(k)}) + D[F'(x^{(k)})]^{-1} F(x^{(k))}, \]

where \( D = \left( \frac{1}{2} I - \frac{3}{8} [F'(x^{(k)})]^{-1} [F'(z^{(k)})]^{-1} \right). \)

3 Numerical tests for selected problems

In the following, we apply the proposed class of iterative schemes with order of convergence four to estimate the solution of some particular equations and systems of nonlinear equations. The obtained results will be compared with some known methods existing in the literature with the same theoretical order of convergence and Newton’s scheme denoted by NM.

In particular, we use the fourth-order iterative scheme designed by Jarratt in [5]

\[ y^{(k)} = x^{(k)} - \frac{2}{3} [F'(x^{(k)})]^{-1} F(x^{(k)}), \]
\[ x^{(k+1)} = x^{(k)} - \frac{1}{2} MN [F'(x^{(k)})]^{-1} F(x^{(k)}), \]

which we denote by JM, where \( M = [3F'(y^{(k)}) - F'(x^{(k)})]^{-1} \) and \( N = 3F'(y^{(k)}) + F'(x^{(k)}); \) the iterative scheme

\[ y^{(k)} = x^{(k)} - \frac{2}{3} [F'(x^{(k)})]^{-1} F(x^{(k)}), \]
\[ x^{(k+1)} = x^{(k)} - \frac{1}{2} (N F'(x^{(k)})^{-1} F(x^{(k)}), \]

published in [10] by Sharma et al. with fourth-order of convergence that we denote by SHM, where \( T = -I + \frac{9}{4} [F'(y^{(k)})]^{-1} F'(x^{(k)}) + \frac{3}{4} [F'(x^{(k)})]^{-1} F'(y^{(k)}), \) and the fourth-order iterative scheme

\[ y^{(k)} = x^{(k)} - [F'(x^{(k)})]^{-1} F(x^{(k)}), \]
\[ z^{(k)} = x^{(k)} - [F'(x^{(k)})]^{-1} [F'(x^{(k)}) + F(y^{(k)})], \]
\[ x^{(k+1)} = y^{(k)} - [F'(z^{(k)})]^{-1} F(y^{(k)}), \]

designed by Abad et al. in [1] and denoted by ABM.
Numerical computations have been carried out using variable precision arithmetic, in MATLAB 14a. The stopping criterion used has been $|x^{(k+1)} - x^{(k)}| < tol$ or $|F(x^{(k+1)})| < tol$. For every method, we count the number of iterations needed to reach the wished tolerance (tol), we calculate the approximated computational order of convergence ACOC by using the formula

$$p \approx ACOC = \frac{\ln\left(|x^{(k+1)} - x^{(k)}|/|x^{(k)} - x^{(k-1)}|\right)}{\ln\left(|x^{(k)} - x^{(k-1)}|/|x^{(k-1)} - x^{(k-2)}|\right)},$$

(if it is not stable, it is marked in the table with ‘-’) and the error estimation made with the last values of $|x^{(k+1)} - x^{(k)}|$ and $|F(x^{(k+1)})|$. For the estimation of computational cost we use the average time of 100 runs of each algorithm in a processor Intel(R) Core (TM) i5-3210M CPU 2.50 GHz (64-bit Machine), OS X V.10.9.4, RAM Memory 16 GB, 1600 MHz DDR3.

### 3.1 Performance on scalar equations

Let us remark that proposed methods appearing in Table 2 are optimal, in the sense of Kung-Traub conjecture, when they are applied on scalar equations. It is also the case of known methods NM, JM and SHM.

To check the numerical behavior of these methods, an applied chemical problem is analyzed: when the flow within a round-section pipe is analyzed, different models are used (see, for example, [12]); these models show experimental relationship among the different variables in the flow transport in a pipe, such as Reynolds number $Re$ with the longitude, inner diameter and rugosity of the pipe $\varepsilon_r$ and its friction factor $f_f$.

Colebrook-White equation is one of the more precise and wide-rank ways to calculate the friction factor $f_f$ associated to a pipe, but is is an implicit function that must be solved in an iterative way,

$$\frac{1}{\sqrt{f_f}} = -2.0 \log_{10} \left( \frac{\varepsilon_r}{3.7065} + \frac{2.5226}{Re \sqrt{f_f}} \right)$$

In the following a particular case is shown, corresponding to the values of Reynolds number $Re = 4 \cdot 10^3$ and rugosity factor $\varepsilon_r = 1 \cdot 10^{-4}$ (in this case, the friction factor is $f_f \approx 0.0401$). The behavior of Newton’s method and also the proposed schemes and other known fourth-order procedures is shown on this problem.

We will use different initial estimation $x_0$ in all the analyzed methods. We show in Table 3 the performance of the new and known methods by means of the following items: the number of iterations $iter$, the error estimation of the last iteration, $|x_{k+1} - x_k|$ and $|f(x_{k+1})|$ (being $f(x) = 0$ the nonlinear equation whose root is the friction factor), the approximated order of convergence ACOC and the mean elapsed time (e-time) in seconds, calculated by the mean of the cputime elapsed after 100 executions of each method. Variable precision arithmetics with
32 digits has been used, and the tolerance used in the stopping criterium has been \( tol = 10^{-16} \). When a method does not converge, it is marked in the table with 'nc'.

| Method | \( x_0 \) | iter | \( |x_{k+1} - x_k| \) | \( |f(x_{k+1})| \) | ACOC | e-time (sec) |
|--------|-----|-----|-----------------|-----------------|-----|-------------|
| NM     | 0.07 | 6   | 2.6220e-11      | 8.9484e-19      | 2.0020 | 0.2017      |
|        | 0.1  | nc  | -               | -               | -    | -           |
| JM     | 0.07 | 3   | 1.677e-15       | 1.6992e-30      | 4.0769 | 0.1524      |
|        | 0.1  | 3   | 1.32e-10        | 1.3374e-25      | 4.1342 | 0.1530      |
| SHM    | 0.07 | 4   | 3.3485e-16      | 3.3926e-31      | 4.0061 | 0.1991      |
|        | 0.1  | nc  | -               | -               | -    | -           |
| ABM    | 0.07 | 5   | 3.3536e-12      | 2.0277e-37      | -    | 0.2893      |
|        | 0.1  | nc  | -               | -               | -    | -           |
| GC1    | 0.07 | 3   | 5.6034e-7       | 4.1223e-20      | 4.0445 | 0.1527      |
|        | 0.1  | 4   | 1.7318e-6       | 3.8113e-18      | 4.0945 | 0.2017      |
| GLe1   | 0.07 | 4   | 3.3485e-16      | 3.3926e-31      | 4.0061 | 0.2095      |
|        | 0.1  | nc  | -               | -               | -    | -           |
| GLo2   | 0.07 | 4   | 5.2558e-8       | 4.4819e-23      | 4.0908 | 0.1979      |
|        | 0.1  | nc  | -               | -               | -    | -           |
| GR2    | 0.07 | 4   | 1.3064e-11      | 1.3236e-26      | 4.0134 | 0.2042      |
|        | 0.1  | nc  | -               | -               | -    | -           |

Table 3: Performance of the methods for \( Re = 4 \cdot 10^3 \) and \( \varepsilon_r = 1 \cdot 10^{-4} \)

In Table 3 it can be observed that the performance of the proposed methods can improve the results obtained by Newton’ and other known methods, not only in terms of number of iterations, but also in terms of convergence to the solution (when the initial estimation is not very close to the solution and Newton fails) and execution time.

### 3.2 Performance on multidimensional problems

In this section, to force proposed methods on more exigent problems, numerical computations have been carried out using variable precision arithmetics with 2000 digits of mantissa and the stopping criterion uses \( tol = 10^{-700} \).

For every method, we count the number of iterations needed to reach the wished tolerance, we calculate the approximated computational order of convergence \( ACOC \), the error estimation made with the last values of \( ||x^{(k+1)} - x^{(k)}|| \) and \( ||F(x^{(k+1)})|| \) and the mean execution time after 100 runs of each algorithm.

The nonlinear functions \( F(x) \), the desired zeros \( \xi \) and the initial estimations \( x_0 \) used for the tests, joint with the numerical results obtained are described in the following.

**Problem 1.** Let us consider the two-dimensional nonlinear function

\[
F_1(x_1, x_2) = (\exp x_1 \exp x_2 + x_1 \cos x_2, x_1 + x_2 - 1)^T,
\]
whose approximated solution is $\xi \approx (3.471, -2.471)^T$. We will use the initial estimation $x(0) = (3, -2)^T$ in all the analyzed methods. We show in Table 4 the performance of the new and known methods by means of the following items: the number of iterations $\text{iter}$, the error estimation of the last iteration, $\|x^{(k+1)} - x^{(k)}\|$ and $\|F(x^{(k+1)})\|$ and the approximated order of convergence ACOC. Moreover, in Table 5 we are going to show the behavior of the methods in the first three iterations, in order to compare their stability from the same initial estimation.

<table>
<thead>
<tr>
<th>Method</th>
<th>iter</th>
<th>$|x^{(k+1)} - x^{(k)}|$</th>
<th>$|F(x^{(k+1)})|$</th>
<th>ACOC</th>
<th>e-time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>8</td>
<td>0.8069e-397</td>
<td>0.4802e-794</td>
<td>2.0000</td>
<td>3.6836</td>
</tr>
<tr>
<td>JM</td>
<td>4</td>
<td>0.3958e-253</td>
<td>0.5734e-1014</td>
<td>4.0000</td>
<td>2.5851</td>
</tr>
<tr>
<td>SHM</td>
<td>4</td>
<td>0.7993e-251</td>
<td>0.3015e-1005</td>
<td>4.0000</td>
<td>3.0093</td>
</tr>
<tr>
<td>ABM</td>
<td>4</td>
<td>0.2395e-400</td>
<td>0.3812e-1604</td>
<td>4.0000</td>
<td>2.7418</td>
</tr>
<tr>
<td>GC1</td>
<td>5</td>
<td>0.4332e-255</td>
<td>0.1634e-1022</td>
<td>4.0000</td>
<td>2.7418</td>
</tr>
<tr>
<td>GLe1</td>
<td>4</td>
<td>0.5652e-251</td>
<td>0.3015e-1005</td>
<td>4.0000</td>
<td>1.8706</td>
</tr>
<tr>
<td>GLo2</td>
<td>5</td>
<td>0.1205e-998</td>
<td>0.3544e-998</td>
<td>4.0000</td>
<td>2.2229</td>
</tr>
<tr>
<td>GR2</td>
<td>4</td>
<td>0.4642e-250</td>
<td>0.1515e-1001</td>
<td>4.0000</td>
<td>1.8604</td>
</tr>
</tbody>
</table>

Table 4: Performance of the methods for $F_1$ with $x(0) = (3, -2)^T$

<table>
<thead>
<tr>
<th>Method</th>
<th>$|x^{(1)} - x^{(0)}|$</th>
<th>$|F(x^{(1)})|$</th>
<th>$|x^{(2)} - x^{(1)}|$</th>
<th>$|F(x^{(2)})|$</th>
<th>$|x^{(3)} - x^{(2)}|$</th>
<th>$|F(x^{(3)})|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>0.4675</td>
<td>0.9213e-2</td>
<td>0.7167e-5</td>
<td>0.4379e-11</td>
<td>0.6650</td>
<td>0.7412e-3</td>
</tr>
<tr>
<td>JM</td>
<td>0.4704</td>
<td>0.7415e-3</td>
<td>0.2521e-2</td>
<td>0.2471e-62</td>
<td>0.4704</td>
<td>0.7420e-3</td>
</tr>
<tr>
<td>SHM</td>
<td>0.6652</td>
<td>0.7420e-3</td>
<td>0.3563e-3</td>
<td>0.3971e-15</td>
<td>0.6656</td>
<td>0.6279e-5</td>
</tr>
<tr>
<td>ABM</td>
<td>0.6656</td>
<td>0.3019e-5</td>
<td>0.1195e-14</td>
<td>0.8055e-62</td>
<td>0.4704</td>
<td>0.7422e-3</td>
</tr>
<tr>
<td>GC1</td>
<td>0.6650</td>
<td>0.3019e-5</td>
<td>0.7422e-3</td>
<td>0.3019e-5</td>
<td>0.4704</td>
<td>0.7422e-3</td>
</tr>
<tr>
<td>GLe1</td>
<td>0.4704</td>
<td>0.1195e-14</td>
<td>0.2524e-3</td>
<td>0.1321e-14</td>
<td>0.4704</td>
<td>0.7424e-3</td>
</tr>
<tr>
<td>GLo2</td>
<td>0.6650</td>
<td>0.4924e-15</td>
<td>0.2524e-3</td>
<td>0.1321e-14</td>
<td>0.4704</td>
<td>0.7424e-3</td>
</tr>
<tr>
<td>GR2</td>
<td>0.6650</td>
<td>0.4924e-15</td>
<td>0.2524e-3</td>
<td>0.1321e-14</td>
<td>0.4704</td>
<td>0.7424e-3</td>
</tr>
</tbody>
</table>

Table 5: Error estimations for $F_1$ with $x(0) = (3, -2)^T$

In this case, methods ABM, GC1 and GR2 show the best behavior as its error estimations are the lowest ones, being the differences between the results obtained by all the methods very small. However, when the elapsed time of the methods is observed, proposed schemes GR2, GLe1 and GC1 show to be faster than known methods.

Problem 2. Now, let us consider the four-dimensional nonlinear function
Weighted Gaussian correction of Newton-type methods

\(F_2(x_1, x_2, x_3, x_4) = (x_2x_3 + x_4(x_2 + x_3), x_1x_3 + x_4(x_1 + x_3), x_1x_2 + x_4(x_1 + x_2), x_1x_2 + x_1x_3 + x_2x_3 - 1)^T\), whose exact zero is \(\xi = \left(\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, -\frac{1}{2\sqrt{3}}\right)^T\). The initial estimation in this case is \(x^{(0)} = (1, 1, 1, 1)^T\).

<table>
<thead>
<tr>
<th>Method</th>
<th>iter</th>
<th>(|x^{(k+1)} - x^{(k)}|)</th>
<th>(|F(x^{(k+1)})|)</th>
<th>ACOC</th>
<th>e-time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>10</td>
<td>0.6502e-582</td>
<td>0.5507e-1168</td>
<td>2.0041</td>
<td>6.6116</td>
</tr>
<tr>
<td>JM</td>
<td>5</td>
<td>0.6502e-582</td>
<td>0.2697e-2007</td>
<td>2.0154</td>
<td>2.4154</td>
</tr>
<tr>
<td>SHM</td>
<td>5</td>
<td>0.7647e-496</td>
<td>0.2772e-1989</td>
<td>4.0680</td>
<td>4.6017</td>
</tr>
<tr>
<td>ABM</td>
<td>5</td>
<td>0.3976e-180</td>
<td>0.3538e-727</td>
<td>4.0543</td>
<td>4.8256</td>
</tr>
<tr>
<td>GC1</td>
<td>5</td>
<td>0.3181e-196</td>
<td>0.4482e-792</td>
<td>4.0495</td>
<td>2.0121</td>
</tr>
<tr>
<td>GLe1</td>
<td>5</td>
<td>0.7647e-495</td>
<td>0.2772e-1990</td>
<td>4.0800</td>
<td>5.1078</td>
</tr>
<tr>
<td>GLol2</td>
<td>5</td>
<td>0.9448e-450</td>
<td>0.1162e-1808</td>
<td>4.0800</td>
<td>4.6017</td>
</tr>
<tr>
<td>GR2</td>
<td>5</td>
<td>0.1845e-469</td>
<td>0.1302e-1887</td>
<td>4.0800</td>
<td>4.9185</td>
</tr>
</tbody>
</table>

Table 6: Performance of the methods for \(F_2\) with \(x^{(0)} = (1, 1, 1, 1)^T\)

At a glance of Tables 6 and 7 we deduce that, in terms of the error estimation, the best behavior corresponds to GC1 method, followed shortly by ABM. In this case, both methods gets lower precision in their calculations than the rest, but GC1 is in fact the best one in elapsed time of computation.

**Problem 3** Let us work now on a three-dimensional function \(F_3(x_1, x_2, x_3) = (x_1^2 + x_2^2 + x_3^2 - 9, x_1x_2x_3 - 1, x_1 + x_2 - x_3)^T\), whose estimated solution is \(\xi \approx (2.140, -2.090, -0.2235)^T\). In all cases, we use \(x^{(0)} = (2, -1.5, -0.5)^T\) as an initial estimation.

In Tables 8 and 9 we show that the performance of the new method GC1 is the best, as well in precision of the obtained results as in the elapsed time. The
approximated order of convergence ACOC and the number of iterations are the same for all the methods. This scheme is followed by Jarratt’s one, and there exist a great difference among this two procedures and the rest. This conduct is stable in the iterative process, as can be deduced comparing both tables.

<table>
<thead>
<tr>
<th>Method</th>
<th>iter</th>
<th>(|x^{(k+1)} - x^{(k)}|)</th>
<th>(|F(x^{(k+1)})|)</th>
<th>ACOC</th>
<th>e-time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>10</td>
<td>0.4822e-477</td>
<td>0.3078e-954</td>
<td>2.0002</td>
<td>4.0797</td>
</tr>
<tr>
<td>JM</td>
<td>5</td>
<td>0.3163e-476</td>
<td>0.2516e-1906</td>
<td>4.0009</td>
<td>2.9017</td>
</tr>
<tr>
<td>SHM</td>
<td>6</td>
<td>0.1125e-283</td>
<td>0.8107e-1136</td>
<td>3.9999</td>
<td>4.9535</td>
</tr>
<tr>
<td>ABM</td>
<td>6</td>
<td>0.2985e-222</td>
<td>0.1590e-890</td>
<td>4.0001</td>
<td>4.0185</td>
</tr>
<tr>
<td>GC1</td>
<td>5</td>
<td>0.4387e-551</td>
<td>0.2703e-2007</td>
<td>3.9896</td>
<td>2.4532</td>
</tr>
<tr>
<td>GLe1</td>
<td>6</td>
<td>0.1125e-283</td>
<td>0.8107e-1136</td>
<td>3.9999</td>
<td>5.3051</td>
</tr>
<tr>
<td>GLo2</td>
<td>6</td>
<td>0.4290e-188</td>
<td>0.2604e-753</td>
<td>3.9999</td>
<td>4.6598</td>
</tr>
<tr>
<td>GR2</td>
<td>6</td>
<td>0.4548e-231</td>
<td>0.2723e-925</td>
<td>3.9999</td>
<td>4.9226</td>
</tr>
</tbody>
</table>

Table 8: Performance of the methods for \(F_3\) with \(x^{(0)} = (2, -1.5, -0.5)^T\)

From results in Tables 4 to 9, it can be deduced that, in general, a very good performance of the presented methods is shown. The Gauss-Chebyshev scheme shows to be the best in the tests, in terms of the error and time of computing, but this behavior can depend on the problem to be solved. Let us remark that elapsed times are similar and have a strong dependence of the problem.

4 Conclusions

In this paper, we have presented a general procedure to design fourth-order predictor-corrector methods for solving nonlinear equations or systems, based on any Gaussian
Weighted Gaussian correction of Newton-type methods

...quadrature. For one-dimensional case the obtained methods are optimal in the sense of Kung-Traub conjecture. Numerical tests, for scalar and vectorial functions, have shown the good performance of the proposed methods in terms of error estimation and mean execution times. Specifically, for scalar example, the lowest time corresponds to methods JM and GC1. Moreover, in the analyzed multidimensional cases, the best execution time has been the one of GR2 for Problem 1 and GC1 for Problems 2 and 3.
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